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IN THE PAST DECADE, research libraries have digitized their holdings, mak-
ing a vast collection of scanned books, newspapers, and other texts 

conveniently accessible. While these collections present obvious oppor-
tunities for historical research, the task of exploring the contents of thou-
sands of texts presents a challenge. This chapter introduces a family of 
methods, often called topic models, that can be used to explore very large 
collections of texts. Researchers using these methods may be found not 
only in computer science, statistics, and computational linguistics but also 
increasingly in the human and social sciences in fields such as women’s 
history, political science, history of science, and classical studies.1 This 
introduction uses a topic model to explore a particular corpus, a collec-
tion of 22,198 journal articles and book reviews from four US- based 
German studies journals: The German Quarterly, New German Critique, 
German Studies Review, and Monatshefte. As this is the first time this cor-
pus has been explored using quantitative methods, this introduction also 
presents a new perspective on the disciplinary history of German studies.

This chapter has three parts. First, I review existing methods that 
researchers, often historians, have used to explore very large collections 
of texts. Then I introduce a topic model— a probabilistic model of words 
appearing in a collection of texts— as an alternative way of reading a cor-
pus. I aim to show that a topic model of the German studies journals 
reveals disciplinary trends that would be immensely time consuming to 
document otherwise. Finally, I discuss prospects for using topic mod-
els in nineteenth- century research generally and in intellectual history 
specifically.

Existing Approaches: Direct and 
Collaborative Reading

The early 2000s witnessed the emergence of several library digitization 
efforts (Open Content Alliance and Google Books, to name two exam-
ples). During this period, observers asked what historians might plausibly 
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do with such vast digital collections. Gregory Crane, a classicist and 
editor- in- chief of the successful Perseus Digital Library, put the question 
succinctly in 2006, asking, “What do you do with a million books?”2 
As a practical matter, however, Crane might as well have asked what to 
do with a thousand books, since carefully reading a thousand volumes 
already involves more time than many researchers are willing to devote 
to a single project.

For the sake of brevity, I will refer to any collection of texts as a very 
large collection if it contains more texts than a single researcher would be 
expected to digest in a year’s worth of dedicated reading; 22,198 journal 
articles would count as a very large collection, as would the proceedings 
of the British Parliament in the nineteenth century, or all articles pub-
lished in an established regional newspaper.3 What options are available to 
researchers interested in such collections? If they look to past efforts, they 
have two strategies available: direct reading and collaborative reading.

Direct reading is familiar. Regardless of the size of the corpus, 
researchers may invest the required time to read and digest its contents. 
There are many examples of scholars reading through enormous collec-
tions of texts in the course of their research. The American historian Laurel 
Thatcher Ulrich spent years reading and rereading the nearly 10,000 diary 
entries of Martha Ballard, a midwife in Maine around 1800.4 Examples 
of studies requiring extensive reading from German cultural and intellec-
tual history include Fritz Ringer’s The Decline of the German Manda-
rins, which involved his reading a significant fraction of all books written 
between 1890 and 1933 by German full professors in the human sci-
ences, and Kirsten Belgum’s Popularizing the Nation, which took among 
its objects ca. 2,500 issues of the weekly magazine Die Gartenlaube (The 
Garden Bower) printed between 1853 and 1900.5 Familiarity with a very 
large collection may also be gained over the course of years of research 
and teaching. There are many scholars of the nineteenth- century Euro-
pean novel— such as Katie Trumpener or John Sutherland— who, I sus-
pect, have read a significant fraction of all European novels published in 
the eighteenth and nineteenth centuries.

A second option, collaborative reading, involves dividing up the task 
of reading among a number of participants. This approach brings with it 
the challenge of coordinating among readers. There are many examples 
of this approach.6 One effort that managed the problem of coordina-
tion particularly well is the Genre Evolution Project, led by Carl Simon 
and Eric Rabkin at the University of Michigan.7 Simon and Rabkin gath-
ered a team of faculty, graduate students, and undergraduates together 
to read the ca. 2,000 short stories published in major US science fiction 
magazines between 1929 and 1999. The team was interested in studying 
how the science fiction genre changed over time and in testing existing 
claims about the genre against the evidence provided by the short stories 
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corpus. No participant read all the stories, but participants did overlap in 
their reading assignments. To coordinate their efforts, the team focused 
on gathering information about a range of discrete “features,” including 
the genders and ages of authors as well as characteristics of the narratives, 
such as whether a story was set in the past or whether uses of technol-
ogy led to a “bad outcome.” As each story was read by at least two par-
ticipants, any reader’s judgment could be checked against the readings 
of others. In this fashion, cases of disagreement could be identified and 
discussed. In the social sciences, this kind of checking is known as assess-
ing interrater reliability.

Another example of collaborative reading is Larry Isaac’s study of the 
“labor problem novel” in nineteenth-  and early twentieth- century Ameri-
can fiction.8 Isaac considers a novel a labor problem novel if it contains 
one of four specific representations of labor union activity (typically, a 
labor strike). The time frame for his study covers nearly fifty years, from 
1870 to 1918. Since thousands of novels were published in the United 
States during this period, reading through all them for mention of a strike 
would have been an epic undertaking. Instead, Isaac made use of existing 
studies and bibliographies of novels from the period and divided up the 
task of reading candidate labor problem novels between himself and grad-
uate students. His team eventually arrived at a list of around five hundred 
novels fitting the definition.

Both direct reading and collaborative reading may be combined with 
random sampling. If researchers are interested in investigating trends in 
book publishing in France between 1800 and 1900 and they happen to 
have a list of publications from the period, then they may take a random 
sample and work with that corpus. If the sample is random and suffi-
ciently large, the researchers may be confident that significant trends in 
the larger body of books will be identifiable in the smaller sample.

My description of these two approaches, direct reading and collab-
orative reading, is intended as not only a contrast with the computa-
tional and probabilistic methods that will be introduced shortly; it is also 
a reminder that there are many ways of exploring a very large corpus. 
Researchers should not be intimidated by quantity. Even a million books 
could be studied by gathering a large random sample and using collabora-
tive reading.

Machine Reading: Latent Dirichlet 
Allocation and Topic Models

Other ways of reading a very large collection of texts exist. A range 
of alternative approaches might be labeled, following N.  K. Hayles, 
“machine reading.”9 In this section, I will introduce one of these alterna-
tives, known informally as a topic model.
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Readers need an object, and machine readers are no different. The 
corpus used here consists of 22,198 “articles” published between 1928 
and 2006 from the following four US- based German studies journals 
(book reviews and editorial announcements are included):

 1. Monatshefte, published since 1899
 2. The German Quarterly, published since 1928
 3. New German Critique, published since 1974
 4. German Studies Review, which first appeared in 197810

Machine- readable text versions of all the articles were gathered 
using JSTOR’s Data for Research service (DFR), which is open to the 
public. JSTOR is a US- based online repository for academic journals. 
These four journals are the most prominent journals dedicated to Ger-
man studies available on JSTOR.

It is worth discussing the format JSTOR uses to make these articles 
available. Not only are there important limitations that must be men-
tioned, but the format itself provides an entrée to the history and basic 
concepts of computational linguistics. As a preliminary step, JSTOR uses 
optical character recognition (OCR) to turn page scans into machine- 
readable text. While this is a remarkably accurate process in the sense that 
nearly all printed words are recognizable in the machine- readable ver-
sion, OCR is not a neutral process. Lost in the procedure is information 
about page layout, typography, paper color, and so forth. This process 
is best illustrated with an example. Figure 3.1 shows a page scan of a 

Figure 3.1. Scan of the first page of a review of Susanne Baackman’s Erklär mir 
Liebe by Karin Herrmann, published in The German Quarterly (Summer 1997)
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book review, chosen at random from the corpus. The review, written by 
Karin Herrmann and published in 1997 in The German Quarterly, dis-
cusses Susanne Baackman’s book Erklär mir Liebe. OCR stores this text 
in a computer file, a text document. In this case, the first line in the 
text document corresponding to the image in figure 3.1 reads “Baack-
mann, Susanne. Erkldr mir Liebe.” The error (“Erkldr” instead of “Erk-
lär”) is typical; JSTOR’s OCR mangles umlauts: “ä” becomes “d,” “ü” 
becomes “ii,” and so forth. In most cases, such errors are not a problem, 
since the confusion is consistent and there is, for example, no English 
word “fiir” for which the converted “für” might be mistaken. There are 
also difficulties, some intractable, in resolving end- of- line hyphenation 
(e.g., the final word “Baack- ” of the second line of the review). In stud-
ies of large numbers of documents of reasonable length, such issues of 
hyphenation prove only a minor inconvenience. Even though the OCR 
process cannot resolve a single word from the hyphenated “Baackmann” 
that spans two lines, the word occurs many times throughout the text 
without hyphenation.

After OCR, JSTOR discards word order, makes all words lowercase, 
and removes all numbers (fig. 3.2).11 Discarding word order means there 
is no way anyone can reconstruct the original review. Since all articles 
published after 1924 are “protected” by US copyright law, it is this fea-
ture that shields JSTOR from liability and facilitates public access to the 
DFR service. Having access to the full text of these articles and reviews 
would be preferable. It would, for example, enable researchers to correct 

Figure 3.2. JSTOR XML for Karin U. Herrmann’s review Erklär mir Liebe
Lines have been reordered to enable comparison with figure 3.1.
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idiosyncrasies like the mangling of umlauts. That this is not possible— 
that US and international law blocks the noncommercial use of the full 
text of journal articles from the 1950s and 1990s in historical research— is 
a consequence of the current international copyright regime.12

It is not only copyright law that prompts JSTOR to provide articles 
in this format; the format is also one extremely familiar to computational 
linguists. It is called the bag- of- words representation or the vector space 
model.

Bag- of- Words and Vector Space Representations
The moniker bag- of- words captures what is left after discarding word 
order: an unordered list— or “bag”— of words.13 A convenient way of 
organizing these lists is in a table of word frequencies. If I collected the 
bag- of- words for each book review in the 1997 issue of The German 
Quarterly, a small part of that table would be Table 3.1 (with the first 
line corresponding to the review of Erklär mir Liebe). This kind of table is 
easy to construct, given the format used by JSTOR (fig. 3.2).

Those encountering this representation for the first time may be puz-
zled as to why this representation is used. To understand its origins, it is 
helpful to consider a smaller set of documents. Imagine for a moment 
that our corpus consists of the thirty- six chapters of Theodor Fontane’s 
novel Effi Briest (1894). Each chapter is considered as a separate text 
document. If our vocabulary were limited to two solitary words: “Effi” 
and “Innstetten”— the names of the two main characters— the resulting 
table of word counts would be Table 3.2. This table provides a com-
pact, if impoverished, representation of each chapter. Each row of counts 
(each chapter) may also be considered alone as a pair of numbers— for 
example, (21, 7). These pairs may be interpreted as vectors— specifically, 
vectors in two- dimensional space (fig. 3.3). This is where the name vector 

Table 3.1. Word frequencies for book reviews in The German Quarterly (Summer 
1997)



Table 3.2. Word frequencies for selected chapters of Effi Briest

Figure 3.3. Chapters of Effi Briest represented as vectors in a two- dimensional 
plane
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space model originates. And just as each chapter of Effi Briest has a repre-
sentation as a vector in a vector space, so too does each journal article in 
the corpus.

The advantages of using the vector space model are best understood 
in the following context: mathematicians have spent nearly two hundred 
years developing machinery for manipulating, comparing, and creating 
vectors.14 If we can represent our chapters or articles as vectors, we can 
make use of these tools. For example, we can compare the chapter vec-
tors from Effi Briest. In our “Effi- Innstetten” space, it is easy to see 
that the vectors reflect how much Effi and Innstetten feature in each 
chapter. Chapters in which Effi interacts with Innstetten point in a dif-
ferent direction from that of chapters in which they do not interact. In 
this manner, we can compare two chapters without much interaction: 
the first chapter, before Effi marries Innstetten, and the final chapter 
(fig. 3.4). This notion of “pointing” in the same direction can be made 
precise by referring to the angle between vectors. This angle is easy to 
calculate when it is used to compare two vectors: it goes by the name 
cosine distance.15

Returning to the vector of the review of Erklär mir Liebe in The Ger-
man Quarterly, we can use cosine distance to ask what other articles in 
the corpus are most similar to the review— where “similar” here means 
“having the smallest angle between the word count vectors.” Dissimi-
lar articles— those whose vectors form the largest angle with the book 
review’s vector of word frequencies— may also be located. Table 3.3 lists 
these articles.

Figure 3.4. Cosine distance between chapters 1 and 36
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Like any abstraction, the vector space model obscures important 
aspects of texts, word order chief among them— for example, “the child 
ate the fish” and “the fish ate the child” are indistinguishable. It fails 
spectacularly when confronted with polysemy: “Mann” in “Ein junger 
Mann” is counted the same as the “Mann” in “Thomas Mann.” And 
many measures used to compare word count vectors are maddeningly 
opaque. For example, while it is tempting to characterize cosine distance 
as a measure of similarity, this similarity has no interpretation familiar to 
human readers. And as a practical matter, in cases where one is dealing 
with roughly comparable texts, experiments have shown that cosine dis-
tance and related measures are only loosely correlated with human judg-
ments of similarity.16

Another objection to the vector space model is that readers often do 
not care about individual words per se; rather, they are interested in groups 
of related words. For example, if we really wanted to capture how much 
each chapter of Effi Briest featured Effi, we would want to consider all 
the words associated with her. She is called “Effi” by her parents and 
Innstetten, but she is called “gnädige Frau” by others. We would also be 
interested in the possessive form “Effis” along with the inflected forms of 
“gnädige Frau.” These are all distinct vocabulary items in the vector space 

Table 3.3. Articles similar and dissimilar to Karin U. Herrmann’s review of Erklär 
mir Liebe
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model. Similarly, with our corpus of journal articles, if we were interested 
in identifying the proportion of articles devoted to a certain topic, such as 
the study of German folktales, we would be interested in a set of words, 
such as “tale,” “tales,” “fairy,” “grimm,” “folk,” “wilhelm,” and “broth-
ers.” If we were interested in the rise of feminist criticism, we would be 
concerned with tracking the occurrence of a cluster of words, such as 
“women,” “woman,” “male,” “feminist,” “gender,” “patriarchy,” and 
“social.” Whether we are working with the chapters of a novel or with 
journal articles, it would be convenient to relax the vector space model 
somewhat and instead represent texts in terms of these distinctive constel-
lations of words.

Remarkably, human readers need not specify which words belong 
to these clusters of words. Given a large corpus of texts, these groups 
of related words can often be inferred from their patterns of occurrence 
alone. In a limited sense, the data— here, the corpus— can “speak for 
itself.” Making use of a topic model is one way of achieving this feat.

Latent Dirichlet Allocation and Topic Models
Topic model is an informal label for a member of a family of probabilistic 
models developed over the last ten years. These models trace their roots 
to a model described in 2003 by David Blei, Andrew Ng, and Michael 
Jordan.17 The authors named this model Latent Dirichlet Allocation, or 
LDA. Latent refers to the model’s assumption that the aforementioned 
clusters of words exist and are responsible in a specific sense for the 
word frequencies observed in the corpus. As these groups of words are 
themselves hidden, their distribution in the corpus needs to be inferred. 
Dirichlet refers to the probability distribution that does this work. The 
distribution is named after the nineteenth- century German mathemati-
cian Peter Gustav Lejeune Dirichlet (1805– 59).18 The name topic model 
was retrospective. In practice, the model successfully finds groups of 
related words in a large corpus of texts— groups of words that readers 
felt comfortable calling topics.19 Strictly speaking, these topics are prob-
ability distributions over the unique words (vocabulary) of the corpus; 
those words to which the distributions assign the highest probability 
are those I will refer to as associated or linked with the topic. While new 
topic models have appeared in the intervening years, I will use LDA to 
model the journal article corpus.20

To understand how LDA works it is easiest to start with the end 
result.21 LDA delivers a representation of each document in terms of 
topic shares or proportions. For example, assuming that thirty topics 
are latent in the corpus, the words in the article by Catherine Dollard, 
“The alte Jungfer as New Deviant: Representation, Sex, and the Single 
Woman in Imperial Germany,” are associated with topics in the following 
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proportions: 47  percent topic 25, 17  percent topic 19, and 9  percent 
topic 20 (with 27 percent distributed with smaller shares over the remain-
ing 27 topics; fig. 3.5). The plurality of the words is associated with topic 
25, which in turn is characterized by its assigning high probability to 
observing the following words: “women,” “female,” “woman,” “male,” 
“sexual,” “feminist,” “social,” “gender,” “family,” and “mother.”

How does LDA arrive at this representation? Should readers trust its 
description of articles in the corpus? The first question has a ready answer. 
LDA and other topic models add an interpretive layer on top of the vec-
tor space model. These models look at word frequencies through the 
lens of probability, permitting considerable flexibility in the interpreta-
tion of the counts. I work through the details of a simple topic model in 
an online appendix to this chapter.22 Recall that when we are thinking 
in terms of cosine distance (which is not probabilistic), observing that 
two documents share a word (e.g., “weimar”) counts immediately as evi-
dence of similarity. With probability added, judgment of similarity can be 
postponed and made in the context of other evidence (i.e., other shared 
words). This flexibility is advantageous when we are dealing with the fact 
of polysemy in human language— a single word frequently has a diversity 
of meanings. For example, consider two articles that both use “weimar,” 
one concerning Goethe (who lived in this city) and one about the Weimar 
Republic. Seeing the word “weimar” in both documents should not neces-
sarily count as evidence that the two documents concern similar subjects. 
The addition of probability to the model permits the association of the 
word “weimar” with two different topics.

Should we trust that the description of documents in terms of top-
ics corresponds at all with what our judgments would have been, had we 
read the 22,198 articles? The titles of journal articles provide a validation 
of the model. Recall that the topic model only uses the text of the article; 
words in the title are given no special status. Verifying that what the topic 

Figure 3.5. Catherine Dollard’s German Studies Review article viewed in terms of 
prominent topics. Shares and words are based on a topic model (LDA) with thirty 
topics. Considered separately, each of the remaining topics contributes less than 
0.05.



102 ALLEN BEYE RIDDELL

shares imply is also what the article title implies is a convenient way to 
check that a topic model has succeeded in capturing important themes in 
a collection of texts.23

Four German Studies Journals (1928– 2006)
To explore the corpus of journal articles using LDA, I fixed the number 
of topics at a hundred.24 As described previously, LDA infers the distri-
bution of the hundred topics across all the articles in the corpus as well 
as words characteristic of each topic. When we examine the inferred top-
ics and plot their prevalence over the twentieth century, two dominant 
trends emerge. The first trend is a decline in articles on language peda-
gogy. Topic 64 captures this trend neatly. Its characteristic words include 
“students,” “language,” “course,” and “teaching”; the titles of its asso-
ciated articles confirm that the topic is linked with language pedagogy 
(fig. 3.6). While some of the decline in articles on language instruction is 
surely an artifact of the corpus (in 1968 The German Quarterly split off 

Figure 3.6. Topic 64: Characteristic words, five- year moving average, and repre-
sentative articles
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a separate journal for language instruction, Die Unterrichspraxis, which 
is not included in the corpus), the decline in the share of these articles is 
visible well before 1968.

The second trend is the gradual rise in articles concerned with lit-
erature and literary criticism (fig. 3.7). This trend is connected with a 
topic characterized by words such as “literature,” “literary,” “writers,” 
and “authors.”

The recent history of US universities offers a context for these two 
trends. Both are characteristic of an expansionary period— the “golden 
age” of higher education in the United States. During this period— roughly 
between 1945 and 1975— the number of graduate students increased 
nearly 900 percent. In the 1960s, the number of doctorates awarded every 
year tripled. The Cold War is often cited among the factors contributing to 
the expansion of higher education generally and of graduate education in 
particular. In this period, research displaced teaching as the defining task 
of the professor. Research for scholars in the humanities was associated 
with literary history and, eventually, literary criticism.25

Figure 3.7. Topic 82: Characteristic words, five- year moving average, and repre-
sentative articles
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In addition to the decline of articles on teaching and rise of articles 
on research, two other topics exhibit distinctive trends (fig. 3.8). The first 
topic I associate with feminist criticism. Articles connected with this topic 
appear much more frequently after 1975. The second topic tracks the 
arrival of the journal New German Critique in 1974. Words strongly asso-
ciated with the topic include “social,” “bourgeois,” “political,” “class,” 

Figure 3.8. Topics 25 and 42: Characteristic words, five- year moving averages, 
and representative articles
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and “society.” Herbert Marcuse’s “The Failure of the New Left” numbers 
among the articles most strongly associated with this topic. None of the 
words comes as a surprise to those familiar with the journal. Its publisher 
describes the journal as having “played a significant role in introducing 
US readers to Frankfurt School thinkers.”26

All the topics mentioned so far appear in different proportions in the 
corpus. Figure 3.9 shows the frequency of several topics over time on 
the same scale. Recall that what is being counted on the vertical axis is 
the average topic share among all articles in a given year (or the average 
proportion of all words in a given year associated with a given topic). If 
we accept for a moment the analogy between subject matter and topic, it 
would mean that a year with ten articles published and a 0.1 average share 
for the topic associated with language pedagogy might have two articles 
with half their words associated with the pedagogy topic. Or it might be 
the case that for all ten articles, one- tenth of their words were associated 
with the pedagogy topic. In either case, the average topic share is 0.1. 
It is also worth emphasizing that the LDA model makes use of relative 
rather than absolute word frequencies. That is, a 500- word review that is 
20 percent topic 64 is treated the same, in certain important respects, as a 
9,000- word article that is 20 percent topic 64, even though the number 
of words and share of space in the journal are different. Infrequent top-
ics also bring with them their own set of concerns. With topics associated 
with only a few articles a year, such as the “folktales” topic discussed later, 
selection bias becomes a concern. It is possible that some trends are not 

Figure 3.9. Comparison of topics 25 (“women . . .”), 64 (“students . . .”), and 82 
(“literature . . .”)
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real in the sense that a rapid decline might reflect a certain kind of article 
migrating elsewhere— perhaps to a European history journal— rather than 
any decline in research on the subject in German studies generally.

Long Nineteenth- Century Topics
Two topics that track specific areas of nineteenth- century scholarship are 
worth mentioning, as their trajectory over the period reveals predictable 
rhythms of scholarly publishing.

A single topic is associated with articles on the life and works of 
Goethe (fig. 3.10). A rapid increase in articles associated with this topic 
begins around 1947. This surge of articles coincides with the bicentennial 
of Goethe’s birth (1749). The German Quarterly, for example, devoted 
the entire November 1949 issue to the bicentennial. That the topic model 
reflects this as well as it does offers additional validation that it is capable 
of capturing the gross features of the corpus.

Another topic identifies scholarship connected to folktales (fig. 3.11). 
With peaks around 1955 and 1990, there is a temptation to think that 

Figure 3.10. Topic 6: Characteristic words, five- year moving average, and repre-
sentative articles
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interest in folktales may rise and fall in a regular cycle. Yet further reflec-
tion yields a simpler explanation for the second rise: the anniversary of the 
births of Jacob and Wilhelm Grimm (1785 and 1786, respectively). The 
fluctuations in the topic’s prevalence before 1970 may be due to a num-
ber of factors. For example, the arrival of new journals emphasizing schol-
arship on twentieth- century subjects seems likely to have contributed to 
the decline in the relative share of articles concerned with scholarship on 
folktales.

Topic- Modeling Pitfalls
While LDA has proven an effective method for exploring very large 
collections of texts, it has important shortcomings, some of which are 
shared by other topic models. First, topics lack an interpretation apart 
from the probabilistic model in use. Articles may be compared in terms 
of their topics— one such measurement is called the Kullbeck- Leibler 
divergence— but this metric suffers from problems of interpretation 

Figure 3.11. Topic 55: Characteristic words, five- year moving average, and repre-
sentative articles
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familiar from the discussion of cosine distance. Moreover, recent work 
has shown that automatic measures of the fit between a topic model and a 
corpus (e.g., held- out likelihood) do not always align with human readers’ 
assessments of the coherence of inferred topics, suggesting a mismatch 
at some level between topic models and topics familiar to human read-
ers.27 Given this shortcoming, it becomes essential that those using topic 
models validate the description provided by a topic model by reference 
to something other than the topic model itself. Fortunately researchers 
familiar with the period, documents, and writers associated with a corpus 
typically have the expertise to devise appropriate checks.

An additional complication is the fact that the number of topics 
in a model is arbitrary. In this chapter, I made use of a thirty- topic fit 
(fig. 3.5) and a hundred- topic fit to characterize the same corpus of jour-
nal articles. While many of the topics of the thirty- topic fit resemble those 
of the hundred- topic fit, the topics are distinct. That the number of topics 
and the composition of the inferred topics can vary in this manner should 
reinforce the idea that an individual topic has no interpretation outside 
the particular model in use. Blei and his coauthors are admirably clear on 
this point.28

LDA and other topic models also make assumptions known to be 
incorrect.29 For example, LDA assumes that the association of words with 
a topic does not vary over time. In other words, LDA assumes scholars are 
using the same collection of words to talk about folktales in the year 1940 
and the year 2000. We know this is wrong. That LDA works as well as it 
does is due to the fact that many words are used consistently over time. 
That is, regardless of the decade in which the articles were written, articles 
about Goethe’s life will tend to use words like “Goethe” and “Faust.” 
For other kinds of inquiry, especially those concerned with less conspicu-
ous trends, changes in language use are a significant concern. Changes 
in terminology in particular— for example, if writers systematically begin 
using “folklore” in a context where they previously would have used 
“folktales”— present a potential problem for LDA. For all these reasons, 
the assumptions made by topic models require close and careful reading.

Prospects for Topic Models
Long nineteenth- century materials, in particular, are unusually hospita-
ble to the use of machine reading and probabilistic models. A staggering 
amount of printed material survives to the present day. Moreover, these 
texts are all unencumbered by copyright in the United States. Contrast 
this with the disposition of materials published in the twentieth century. 
Scholars working with printed material from the twentieth century are 
hamstrung by copyright law— unable to share text collections freely if the 
collections contain works published after 1924.
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For researchers in the humanities and interpretive social sciences, 
learning how to use and reflect critically about models such as LDA 
is growing easier. Leading universities such as MIT and Stanford have 
announced a number of freely accessible online courses that cover prob-
ability and computational linguistics. These courses discuss the bag- of- 
words model and probabilistic models of text collections. One such course 
is taught by Andrew Ng, the third author of the original LDA paper.

This chapter has made no attempt to use topic models to investi-
gate existing accounts of the history of German studies. Beginning with 
specific hypotheses, however, often makes for compelling research. Per-
haps unsurprisingly, it has been computational linguists who have pio-
neered using topic models to ask specific questions about the history of 
their own discipline.30 For example, David Hall takes up a hypothesis 
inspired by Thomas Kuhn’s account of the historical trajectory of sci-
ence as one punctuated by periodic “revolutions” in dominant meth-
ods.31 Hall observes that there have been widely acknowledged shifts 
in the prominence of certain methods within computational linguistics 
over the past twenty years. If these methodological shifts represented a 
revolutionary change of “paradigm” in Kuhn’s sense, then Hall antici-
pated that the researchers associated with “insurgent” methods would not 
be participants in a field— that is, authors of articles— with long stand-
ing. In other words, these researchers would be new arrivals, not estab-
lished scholars abandoning existing methodologies in favor of new ones. 
A topic model of journal articles allowed Hall to identify significant 
methodological shifts in the discipline and those authors associated with 
the changes. This general line of inquiry— with or without the guiding 
Kuhnian perspective— could be adapted to a number of other disciplines, 
including German studies. As this chapter has demonstrated, there are a 
number of changes in method and subject matter that are visible in the 
discipline’s journals since 1928. Future research might use quantitative 
methods to identify the scholars associated with these shifts.

My aim in this chapter has been to show that a topic model reveals 
disciplinary trends that would otherwise be prohibitively time consum-
ing to document. Used alongside direct and collaborative reading, topic 
models have the potential to offer new perspectives on existing materials 
and novel accounts of the dynamics of intellectual history.
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